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About This Document
This document describes witness server deployment and configuration in HCI.
Intended Audience

This document is intended for:

e System Administrator

e O&M Personnel

Note Icons

Indicates an imminently hazardous situation which, if not

avoided, will result in death or serious injury.

Indicates a potentially hazardous situation which, if not avoided,

could result in death or serious injury.

A Indicates a hazardous situation, which if not avoided, could

result in minor or moderate injury.

Indicates a hazardous situation, which if not avoided, could

A NOTICE

result in settings failing to take effect, equipment damage, or

data loss.

NOTICE addresses practices not related to personal injury.

I Calls attention to important information, best practices, and tips.
LLINOTE P P P

NOTE addresses information not related to personal injury or

equipment damage.
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Witness server deployment and configuration on HCI

Chapter 1 Background

Client have one of HCI cluster which is two node deployment, due to two node deployment without
witness function, If HCI storage network is abnormal, the VS data may inconsistent and caused split

brain, so client would like to deploy 2 + 1 witness environment.

HCI Cluster - 192.168.10.1

Storage Metwork
Velan Network
MGT Metwork
Data Network
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Chapter 2 Witness deployment

Requirements
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2 + 1 witness deployment only support on HCI 6.7.0R3 at this state (2023/Q2)

License is not necessary for 2 + 1 witness deployment on HCI 6.7.0R3

(Remark: it still need license such as aSv, aSan or aNet for two node HCI cluster)

Witness OS support deploy on VMware/HCI environment and Physical Server and below are the
minimum system spec:

® CPU: 4Cores
° Ram: 16 GB
@  disk: Enterprise SSD with capacity >=64G

®  Virtualization deployment requires no less than 1000 IOPs
Witness OS only need to connect Management network (Make sure the subnet is same as HCI
cluster management network)
Witness OS support link aggregate and sub-vlan interface

Make sure the installation of witness OS is correct version (6.7.0R3 have related witness OS for

different scenario)
@® HCI6.7.0 R3 EN

Related Articles: Release Notes, User Manual

Name Description Size File MD5 Last Update Download Operation

Support whole new installation, burn this ISO fi
le to USB disk or CD and install it as quided. It
can also be used for Linux OS business migrati 3.96 D657825DFOCA389F2BDI0368901B167C 17 Oct 2022 15:54 & Copy Link
on. New function: Since HCl 6.0.0, it is supporte

d to replace system disk using the ISO.

HCI67.0 R3 EN
Installation ISO

Support hot upgrade from HCI6.7.0_EN(with o

HCI6.7.0 R3_EN el i e Sl
ne minute of network impact). Support cold up ; ’
Upgrade Padaag " RS and shove dusta | 276 F7808335F68CDB1C19D610F13136165C 17 Oct 2022 15:54 & Copy Link
g major changes in kernel.

Witness Node I | ~Fieshingtallision S Wisess Node s gl | oyge 5CD744031A6C7CE150842D7B06346472 17 Oct 2022 1555 & Copy Link
stallation 15O server.

ittness Hiode 1 || Witness nodu sl diskard sonfigueationiée | s 9BBOAZ1065A66B45ADAET11EB6IEAB2S 17 Oct 2022 1556 & Copy Link
€l Deployment for HCl version 6.7.0_R3_EN.

Wanesshadel || Suppact upgrade from oldee verdon oTWIess | 9276C62C07CDGEBA38DFEOG0EDTCE670 17 Oct 2022 15:56 L Copy Link

parade Package Sy

Witness Node V [ . o i :

Mware Deploym | Vitness wode Visarsvidual disk ond conliger-. 250 3IFDS0DCTBADB2552772CCAF3E2356262 17 Oct 2022 15:56 & Copy Link

ation file for HCI version 6.7.0 R3_EN.
ent = o

2Nodss WSWIE | .5 it Ve witisss otk vivtial disid Gont
ness Node HCI ion file & ‘ 7.9G6 9CECAOEG7054A9BB1B1984BCDD0O3B25E 17 Oct 2022 15:57 & Copy Link
S quration file for HCl version 6.7.0_R3_EN.

2 Nodes VS Wit | 2 nodes VS witness node Viware virtual disk a
ness Node VMw | nd configuration file for HCl version 67.0 R3E  8G 033FECSEDS1A4CFCTSSEFCATOCA76311 17 Oct 2022 15:58 & Copy Link
are Deployment N.

Before adding the witness server to HCI cluster, make sure the virtual storage is not configured

yet and HCI cluster only need to create storage network, because it need to create virtual storage

with witness server together. If the HCI cluster have virtual storage, it need to factory reset HCI to

remove virtual storage.
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Chapter 3 Implementation process

Due to HCI cluster version is 6.7.0R3 and it is deploy on third party server, so it will download below

version OS and burn to USB for installation.
Wiiiess Node I | Foech installstion for Witiss Node i phsicdl | 40 SCDT44031A6C7CE150842D 7806346472 17 Oct 2022 15:55 & Copy Link
stallation I1SO server.

(Remark: the server bios setting is same as normal HCI deployment)

ocess.

° Below is withess implement pr

futomatic boot in 12 seco
Press Enter to boot or Tab to

Automatic boot in 27 seconds,

Press ENTER to boot or TAB to edit option
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Witness server deployment and configuration on HCI

Loading llnstnll.a/ml inuz.
- Loading /install.amd/initrd.gz. ..
| eady.

Probing EDD (edd=off to disable)...

Welcome tg

END SER LICENSE ARREEMENT
Last updated: September 30, 2021

THI3 END USER LICENSE AGREEMENT (“EULA" OR “AGREEMENT")
BETYEEN YOIl ("CUSTOMER") AND SAMGFOR TECHNOLOGIES (HONK
RONGILIMITED (“SANGFOR", "OUR", "US", O "WE") GOUERNS
YOUR USE OF SANGFOR HYPER CONUERGED INFRASTRUCTURE
("PRODUCT" , "HCI" , OR “ASERVER").

fOUR DOWSLOAD, INSTALLATION, REGISTRATION, ACCESS,
EUALUATION, OR OTHERWISE USE OF THE PRODUCT OR YOUR
EXPAESS AGREEMENT TO THIS EULA CONSTITUTES ACCEPTANCE
BY YOU OF THE TERMS [N THIS EULA. IF YOU DO NOT ACCEPT
ALL (OF THE TERMS OF THIS EULA, PLEASE IHMEDIATLLY CEASE
USING OR ACCESSING TME PRODUCT.

PLEASL CAREFULLY BEAD AND FULLY UWDERSTAND ALL TERMS
|
<1 46wl agres

Welcome to SANGFOR HC1

SANGFOR HCI
Select the installation mode:

1 stretch volume arbiter node

[/ [Btuo host volume arbiter node

{Cancely

Choose 2. two host volume arbiter mode.

W.: www.sangfor.com | W.: community.sangfor.com | E.:tech.support@sangfor.com
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Velcome to

SANGFOR HCI
Select the disk where you want to install:

sdewssdc 286

[ 0X ) | gCancel>

Choose the OS disk for installation
Remark: this is a testing environment, so we use non-SSD for this environment, please follow

minimum system spec as production environment.
. T

Welcome to SANGFOR HCI

Warning

The size of your hard disk space is greater than 2TB.
Please enable EFI in BIOS, otherwise system could not
start up properly. Are you sure to continue
installation?

-

Remark: Due to OS disk is greater than 2TB, so it need to enable UEFI in this setup.

S

Welcome to SANGFOR HCI

Warn ing

Device start with Legacy BIOS mode, and hard disk size
is 6706GB. SANGFOR HCI sof tware will be installed in GPT
partition table.

Warning: all data on this disk will be erased
Please input "format” to continue.

lfnrlal__

Cancel}
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Disk Speed Test Result

Test result: Perfect

fead speed: 321MBss  Recommend: )= 180ME/s
Write speed: 692MB/s  Recommend! = OMB/s

Bould you [ike to continue the installation?

Ko >

Velcome t

SANGFOR HCI
Create partition sdevssdaS with arg *-1 vtplag -b 4696°
| successfully. j

Welcome to SANGFOR HCI

{Refresh)

A

Choose the ethernet interface for IP setup

W.: www.sangfor.com | W.: community.sangfor.com | E.:tech.support@sangfor.com
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Hetuork Conl jgh
Netunrk Enterr.‘:cl

IP Address:
Netmask:
| Gateway:

delcome to SANGEOR HCT

ULAN Canf Tgirat ion

Would like to configure ULAN?

</Yes 5

Installation Completed
Yor initial login, use default account:
\sername: admin Password: admin

W.: www.sangfor.com | W.: community.sangfor.com | E.:tech.support@sangfor.com
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following address

You may use web brouser to

to manage your platform.
hitpsis/10.250.6.7

Enter password of admin to start netuork conf iguration:

B

<RESET PASSWORD>

After reboot success, it will display above screen

Remark: it is normal situation when the IP is not configured onEth0, it will auto add IP - 10.250.0.7

on Eth0

Sangfor HCI

Sangfor HCl is a software-defined infrastructure that utilizes virtualization

technology and integrates compute, storage, network and security

resources to build a light-weight, stable and high-performance IT

infrastructure. Through a unified web management platform, it supports
business-critical applications across industries and visualizes O&M to help
enterprises build a simple, easy-to-scale, secure and reliable cloud-based

data center.

‘101. Sangfor HCI Witness Node System

You can maintain witness node here.

C Refresh () PowerOFf ) Reset | £¥ Advanced v

Use of Interface Description IP Address/Netm

Management Interface. 1025007/ 255

Login witness server (https://witness_server_IP) by default account (admin/admin)

@ +60 127-117-129(7511)

Sangfor HCI

yper-Converged Infrastructure

\ have read and accept the End User License Agreement | Data Processing
Agreement

Driver T.

Gateway Stats  Operation

It can see the configured IP(eth4) and default IP(eth0), due to the management role is configured on

ethO, so it need to move to eth4

W.: www.sangfor.com | W.: community.sangfor.com | E.:tech.support@sangfor.com 8
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.%5:. Sangfor HCI Witness Node System
>

You can maintain witness node here.

C' Refresh () Power Off 'O Reset | |£¥ Advanced v

Add Aggregate Interface
VLAN Il Description IP Address/Netm
Add VLAN Subinterface
10.250.0.7 / 255.
Others.

[Eiid eth2

[EB etn3

Gateway Driver T.
g3

1g3

Static Route Inter-Host Communication Interfaces

Management Interface: ethd

Save

Choose Eth4 as management interface

‘E-_f, Sangfor HCI Witness Node e
.

You can maintain witness node here.

C Refresh () PowerOff "D Reset £ Advanced v

Use of Interface Description IP Address/Netm

10250.07 1 256

Management Interface

The management interface is move to Eth4 now

Link Mode

Auto-negotiation (10

Auto-negotiation
Auto-negotiation

Auto-negotiation

Gateway Driver T

br2x

bruzx

bou2x

bruzx

Link Mode

Auto-negatiation (1(

Auto-negotiation

gotiation

Status

Status

v

s
v
s

W.: www.sangfor.com | W.: community.sangfor.com | E.:tech.support@sangfor.com

admin !
Super Admin

Operation

admin |
Super Admin

Operation
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Sangfor HCI Witness Node Witness Node admin !

Super Admin

L2
System > Port Management
C Refresh
Service Port Protocol Description
Host discovery 4099 udp Port for new node discovery that aims to discover nodes with Sangfor HCI installed
VM migration 70017019 tep Port for VM migration within a cluster or across clusters. It will be automatically enabled after
P2V migration 4000-4010,10809-10900 Port for processing migration requests and transmitting data during executing P2V tasks
Samba 139,445 Port for management of Samba shared directories
Correlated security service 4433 Port for an AP gateway for correlated security services
SNMP 161 Administrator can know running physical resources via SNMP service, which requires a dedic
VMware VM console proxy Port for access to admin console of VMware aCenter virtual machine
iscsl Port for external access to storage based on iSCS| virtual disks and shared disks, iSCS! prot.
Access to web admin console of the virtual netwo. Port for web access to admin console of virtual network device. The service is protected by S

Web access to HCI admin console Port for web access to HCI admin console

SSH Port oo

jisabled, remote access to your physical hosts with HC! installed will be denied when encountering technical issues. VM migration across ¢ s and image d
CP will also be impa

Enable SSH port before adding to HCI cluster

Are you sure you want to enable port (22)?

Enter password of admin to confirm this operation

‘c.;. Sangfor HCI Witness Node Witness Node Zﬁ;‘f’;@mm
System > Port Management
C' Refresh
Senvice Port Protocol Description
Host discovery 4009 udp Port for new node discovery that aims to discover nodes with Sangfor HCI installed
VM migration 70017019 tep Port for VM migration within a cluster or across clusters. It will be automatically enabled after
P2V migration 4000-4010,10809-10900 tepludp Port for processing migration requests and transmitting data during executing P2V tasks
Samba 139,445 tep Port for management of Samba shared directories
Correlated securty service 4433 tep Port for an API gateway for correlated securty services
SNMP 161 udp Administrator can know running physical resources via SNMP service, which requires a dedic
Viware VM console proxy tep Port for access to admin console of ViMware aCenter virtual machine
iscsl tep Port for exteral access to storage based on iSCS! virtual disks and shared disks, iSCS prot
Access to web admin console of the virtual netwo. tep Port for web access to admin console of virtual network device. The service is protected by S.

Web access to HCI admin console tep Port for web access to HCI admin console

° Request was sent.

@ Port enabled successfully.

SSH Port gon
Port for remote technical support regarding remote diagnostics, troubleshooting and recovery to improve system performance. It will be automatically enabled after being centrally Disable

managed by SCP.

Now the witness server configuration is complete, it can goto HCI cluster for next step configuration.

W.: www.sangfor.com | W.: community.sangfor.com | E.:tech.support@sangfor.com 10
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° Below is HCI cluster configure process.

» > :
-%’;. Sangfor HCI Home  Compute Networking Storage  Nodes  Reliability — System @ reamncreck A [ g gg;::;dmm
\

Welcome to Sangfor HCI

The following are new features in version 6.7.0_R3_EN

= 3 =3
550 il « ss0 il « ss0 |

() (S
>

Disk-Based Datastore Storage Forecast Interface Multiplexing

Create up to 2 datastores based on disks using a Perform storage forecast regarding capacity usage, Use the same physical interface as management
minimum of 3 hosts. An all-flash datastore and a bad sectors and SSD lifetime to improve bad sector interface, overlay network interface, edge-connected

hybrid datastore can be created to satisfy business. prediction accuracy, identify and prevent potential interface and storage network interface, minimizing.

Now it can login HCI cluster to add witness server

-1.2 Sangfor HCI Hol mpute  Networking  Storage Reliability ~ System @mm 1
.

Nodes Physical interfaces | Communication Interfaces

5 Refresh () AddNewNode ¥ Configure Controller Node Pool @ Show Resource Usage ~ = Sort by Name ~

admin

Gonroller Cluster Contralier

Physical Mem Usage 7 Physical Mem Usage
GPU Allocation 2 ' Allacation

Mem Allocation

Goto communication interfaces to configure storage network setting.

EL

»
-%:*. Sanofoglic] Home  Compute Networking Storage Reliability ~ System @icncies & o S

.

m Physical Interfaces ‘Communication Interfaces USB Devices

Management Interface C Refresh £¥ Test Connectivity

Astorage network interface is used for communication between different nodes in the cluster. VMs access storage resources across nodes through this interface. (Storage network deployment

Overlay Network Interface mode : Not configured)

Edge-Connected Interface
Storage Network Interface

Flow Control

‘Storage Area Network Settings

Create the storage area
network

W.: www.sangfor.com | W.: community.sangfor.com | E.:tech.support@sangfor.com 11
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Storage Area Network Settings X

o Specify Deployment Mode ° Select Interface o Configure Interface IP ° Confirm

Dedicated Mode(Recommended) Shared Mode

Storage Area Network Settings

0 Specify Interface Mode e Specify Deployment Mode ° Select Interface o Configure Interface IP ° Confirm

Deployment Mode

orage network deployment mode for data communic among ch

Standard link Link disabled @ Others

Link aggregation with one switch | Link aggregation with tw

Drawbacks

Itis only applicable for storage area network communication and it has poor compatibil

th third-party
devices. Stacking two switches is not supported

Notes
Storage area network is used for data transmission across nodes. Please connect the nodes according to the

diagram

Layer 2 switch can be used without any additional configuration on the switch.

Storage Area Network

m g
BHIER N .
X

Due to two nodes, the serveer storage interfaces are direct connect, so it choose Other > Link

aggregation with two switches.

Storage Area Network Settings *

o Configure Interface IP o Confirm

a Specify Interface Mode Q Specify Deployment Made @ Select Interf

T —— I

Nede Name 4 Storage Network Inter Status.
[ ] ethd eths » @ Normal
I * @ Normal

Storage Area Network Settings x

o Specify Interface Mode 0 Specify Deployment Mede O Select Interface o Configure Interfa o Confirm

Node Name %+ Interface IP
—

W.: www.sangfor.com | W.: community.sangfor.com | E.:tech.support@sangfor.com 12
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Storage Area Network Settings

o Specify Interface Mode 0 Specify Deployment Made G Select Interface Q Configure Interface IP

t Deployment Mode
- Link aggregation with two switches

Storage Network Interface and IP Address

Node Name Storage Network Interface Interface IP

| ] ethd, eths 102612512124
| ethd etns 102612611 /24

» - ..
st.;‘ Sangfor HCI Home Compute Networking  Storage Reliability ~ System @bﬂl

.
s e | [ .. .1

Management Interface C Refresh [ IP Address Pool # Reset Storage Area Network {3 Test Connectivity

admin
M ST

Astorage network interface is used for communication between different nodes in the cluster VMs access storage resources across nodes through this interface: (Storage network deployment

Owertay Network Interface mode : Dedicated mode - Link agaregation with two switches)

4 Storage Network Interface Interface [P Negotiated Rate MTU

Edge-Connected Interface Node Name

_ |Csl] ethd, eths AR e 75 i po
Storage Network Interface |Cusig]) th4, eth! 1251 251,172 5
Flow Control

.
.2,‘.1 Sangfor HCI Home Compute Networking
.

Virtual Datastores C Refresh 4 i ¥ Storage Area Network Settings ~ £¥ Settings

Physical Disks
Shared Disks
ISCS! Virtual Disks

Storage Policy

ate Virtual Datastore

Operation

jper Admin

® About Storage Policy

W.: www.sangfor.com | W.: community.sangfor.com | E.:tech.support@sangfor.com
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Create Virtual Datastore

© sectostestore e © sectiione © seicctoisks @ vs: orvisks © conim

Virtual Datastore Name:  VirtualDatastore1

Tive © Ordinary datastore

Introduction
Ordinary datastores use automated fieringto
give full play to the advantages of SSDs and
HDDs and achieve excellent performance,
Based on specific disks, up to 2 datastores
can be created using 3 hosts.
Configuration Requirement
For ordinary datastore, nodes can use SSD
or HDD as data disk.

Features

Logical subvolume, auto tiering, aRaid20

Create Virtual Datastore

) select Datastore Type

© seectoisks © veeotvisks © corm

Configuration Guide

Method: ) Use disks on new hosts Use unused disks added to existing datastores
Select new hosts which have not been added to any virtual datastore to create a new datastore: 2 node(s) selected
Node Name Interface IP Toal SSDs Toal HDDs

_ 10.251.251.1124 2 3
] 10.251.251.2124 2 3

Best Practice: Less than 12 nodes associated with a datastore

Message

Currently, 2 nodes have been selected to create
virtual datastores. To use more features (such as
storage based snapshots and dynamic disk
provisioning), please add a witness node.
Awitness node can anly be associated with 3 datastore during
the datastore creation

After select all host to build virtual storage and click “Next” , it will have a message to add

witness node, click “Add Now”

W.: www.sangfor.com | W.: community.sangfor.com | E.:tech.support@sangfor.com 14
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Add Witness Node

Node P

Username: admin

Password: | esess

Enter witness management IP and witness server password

Create Virtual Datastore X

e Select Disks o Use of Disks o Confirm

Configuration Guide

o Select Datastore Type

Method: () Use disks on new hosts Use unused disks added o exsting datastores
Selectnew hosts which have not been added to any vitual datastore to create a new datastore: 3 node(s) selected
B2 Mode Name Interface IP Toal SSDs Toal HDDs
[ ] 10.261.251.1124 2 3
| ] 10.251.251.2/24 2 3
e 0 1

Best Practice: Less than 12 nodes associaled with a datastore

“-

It will display witness server, also it can select to add.

Create Virtual Datastore X
o Select Datastore Type 0 Select Hode o Use of Disks o Confirm
Select disks to be added to the datastore Selected: 2 S3Ds, 6 HDDs
Disk Type Size
Disk 0 SATASSD 34978 &
Disk3 SATAHDD 145578
+ I
SAMSUNG WZ7LI3TBHBNA-DOB7CS... §)  SATASSD 34978
SANMSUNG WZTL33TBHBNA-DOBTC S...|  Haraware model may be incompativle. Flease Test Compatibilit
WDC WUH721816ALESLA 2BJJZHHP TAHDD Gz
WDC WUHT21816ALEBLA 2CKZPESN SATAHDD 145578
WDC WUH721816ALEGL4 2CKZREGN SATAHDD 145578
4 I iness Node)
HPE PWXKVOBRHDLISR @ =D 568
v
Prev

Click Next and it can view all nodes ‘s disks, however it may have incompatible issue of hardware
model when it is third party server.

W.: www.sangfor.com | W.: community.sangfor.com | E.:tech.support@sangfor.com 15
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Create Virtual Datastore x

0 Select Datastore Type Q select Node e Select Disks o Use of Disks ° Confirm

Select disks to be added lo the datastore Selected: 2 89Ds, 6 HDDs

Disk Type Size
Disk0 SATA SSD 34978 &
Disk3 SATAHDD 145578
.

SAMSUNG MZ7L33TBHBNA-00B7C S.. ) SATASSD 34978

SAMSUNG MZ7L33TBHBNA-00B7TC S . €)  SATASSD 34978
WDC WUHT21816ALEGLY 2BJJ2HHP SATA HDD 145578
WDC WUH721816ALEGLA 2CKZPESN SATA HDD 145578
WDC WUH721816ALEGL4 2CKZREGN SATAHDD 145578

4 T e oce)
HPE PWXKVOBRHDLOSR © HoD 5GB

v

“

Also it may have above error message when witness server is not fulfill the minimum spec, so it can not
proccess to next step.
It is better to contact Sangfor support for these situations. If support verify these disks is fulfill

requirment, it will help to bypass for these disks.

Create Virtual Datastore

0 Select Datastore Type o Select Node a Select Disks o Use of Disks ° Confirm

Select disks to be added o the datastore Selected: 4 S8Ds, 7 HDDs

Type Size

SATA 55D 349TE

[ <]

SATAHDD 14.55TB

[ < < <

SAMSUNG MZTL33T8HBMNA-00BTC SBKS SATA SSD 349TB

B

SAMSUNG MZ7L33T8HBMNA-00BTC S6KS. SATA SSD 3497TB

[ <]

WOC WUHT218164LEGLE 2BJJ2HHP SATAHDD 145578

WDC WUHT21816ALE6L4 2CKZPESN SATAHOD 1455 TB

[ <]

WDC WUH721818ALEGL4 2CKZREGN SATAHDD 14.55TB

4 I, ¢ < Mode)

HPE PWXKVOBRHDLISR

<[ <]l <

Above screen is after bypass.

Remark: It is normal for the quorum disk of withess server to only use a capacity of 5GB.

W.: www.sangfor.com | W.: community.sangfor.com | E.:tech.support@sangfor.com 16
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Create Virual Datastore

o Select Datastore Type Q Select Node o Select Disks o Use of Disks ° Confirm

[@ Expand Al [T Coll

- roce: [ NG Data disk:2 Cache disk:2 Sparedisk;1 REEHsE TS
Disk Group Disk Tipe Disk Size Use of Disk Operation
Disk 1 38D 3578 Cache disk  +
Group 1 Edit Delete
Disk 2 HDD 1468 Datagisk =~
Disk 0 ssD 3578 Cache disk  *
Group 2 Edit Delete
Disk3 HDOD 146TE Data disk v
Free Disk 4 HOD 14678 Spare disk  *
« roce: | NG Daladisk 2 Cache disk:2 Spare disk: 1 [IRSICUSREAENS
Niel 2ranm Niel Tums Niek Qiva llea Af Niel Nrarstian b

“

Create Virtual Datastore

®
~
Confirm Configuration of Ordinary datastore (VirualDalastore 1)
2 58.21 B! 25% © 29.09TB Not supported
Nodes Raw Capacity Cache Disk Ratio 2-replica Storage Capacity 3-feplica Storage Capacity
Virtual Datastore:
Node Name Disk Groups Cache Disks Data Disks Spare Disks Data Disk Size Cache Disk Size
[ ] 2 2 2 1 201178 69978
] 2 2 2 1 201178 50978
Witness Node:
Node IP Quorum Disk Type Quorum Disk Capacity
— HOD sce
v

Frev “

Confirm the setting and click “OK”

Details X
Status: = ] 55

Action: Create virtual datastore

Start Time: 2023-05-26 00:14:26

End Time:

Username: admin( [N

Object Type: storage_obj
Object: Virtual Datastore (VirtualDatastore1)
Description:
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Home Compute Networking Storage Reliability System

Physical Interfaces | Communication Interfaces System Disks USB Devices

73 Refresh (& Add New Node 1= View: By List ~ £¥ Configure Controller Node Pool & Show Resource Usage ~ Sort by Name ~

Controller Cluster Controller

(Cluster Controller) NN witnes s) | NENEm

CPU Usage CPU Usage 8% CPU Usage 1%
Physical Mem Usage Physical Mem Usage Physical Mem Usage 4%
CPU Allocation 5 CPU Allocation

Mem Allocation Mem Allocation

After Vitual storage configuration sccess, it can view witness server on “Nodes” and it is already add to
HClI cluster.

. ~
- :;. Sangfor HCI Home Compute Networking Reliability System
v

Virtual Datastores List C' Refresh
Physical Disks 2 |
VirtualDatastore1

Shared Disks —

ISCSI Virtual Disks

] [ 267 GBI29.1 TB [ ] i 267 GB/29.1TB

Storage Policy

VirtualDatastore1 VirtualDatastore1

Caollapse & Caoliapse &

— 4.8 GB/S GB

VirtualDatastore1

It also can view the witness node disk status on “Virtual Storage > Physical Disks" .
The witness server deplyment is complete.
Remark: It is normal for the quorum disk of witness server to only use a capacity of 5GB.
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Chapter 4 Summary

1.

Data "Brain Split” is usually due to network failure and caused multiple replicas of data are
isolated and unable to synchronize information with each other in time, and each replica writes and
updates different data in isolation, resulting in data inconsistency between replicas, and is “each
own data that the other does not”

After HCI5.2 and above version, it has witness mechanism for virtual storage. When the virtual
storage data is inconsistent under abnormal conditions such as network interruption, witness
mechanism can help HCI cluster to select the correct copy to avoid data split-brain.

The replica mechanism of aSAN makes data in addition to have multiple data replicas and with
witness replicas at the same time. The witness replica is a special replica that only has a small
amount of verification data and occupies a small amount of actual storage space. It is mainly used
to prevent data replicas from brain-splitting.

The core principle of the witness mechanism is “the minority obeys the majority” . Which is when
the number of accessible data replicas on the node where the virtual machine is running is less than
half of the total number of replicas (data replicas + arbitration replicas), the virtual machine is
prohibited from running on this node. Otherwise, virtual machines can run on that node.

if the number of HCI hosts is greater than or equal to 3, the witness mechanism will be enabled by
default, so there is no manual configuration is required and no witness nodes need to be configured,
only Stretched Cluster scenario or two node HCI cluster scenario (6.7.0R3 and 6.8.0) needs to be
deploy witness node.
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