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Chapter 1 Background
Client have one of HCI cluster which is two node deployment, due to two node deployment without

witness function, If HCI storage network is abnormal, the VS data may inconsistent and caused split

brain, so client would like to deploy 2 + 1 witness environment.
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Chapter 2 Witness deployment

Requirements
- 2 + 1 witness deployment only support on HCI 6.7.0R3 at this state (2023/Q2)

- License is not necessary for 2 + 1 witness deployment on HCI 6.7.0R3

(Remark: it still need license such as aSv, aSan or aNet for two node HCI cluster)

- Witness OS support deploy on VMware/HCI environment and Physical Server and below are the

minimum system spec:

 CPU: 4Cores

 Ram: 16 GB

 disk: Enterprise SSD with capacity >=64G

 Virtualization deployment requires no less than 1000 IOPs

- Witness OS only need to connect Management network (Make sure the subnet is same as HCI

cluster management network)

- Witness OS support link aggregate and sub-vlan interface

- Make sure the installation of witness OS is correct version (6.7.0R3 have related witness OS for

different scenario)

- Before adding the witness server to HCI cluster, make sure the virtual storage is not configured

yet and HCI cluster only need to create storage network, because it need to create virtual storage

with witness server together. If the HCI cluster have virtual storage, it need to factory reset HCI to

remove virtual storage.
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Chapter 3 Implementation process
Due to HCI cluster version is 6.7.0R3 and it is deploy on third party server, so it will download below

version OS and burn to USB for installation.

(Remark: the server bios setting is same as normal HCI deployment)

 Below is witness implement process.

Boot from USB and it should view above screen.
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Choose 2. two host volume arbiter mode.
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Choose the OS disk for installation

Remark: this is a testing environment, so we use non-SSD for this environment, please follow

minimum system spec as production environment.

Remark: Due to OS disk is greater than 2TB, so it need to enable UEFI in this setup.
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Choose the ethernet interface for IP setup
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After reboot success, it will display above screen

Remark: it is normal situation when the IP is not configured onEth0, it will auto add IP - 10.250.0.7

on Eth0

Login witness server (https://witness_server_IP) by default account (admin/admin)

It can see the configured IP(eth4) and default IP(eth0), due to the management role is configured on

eth0, so it need to move to eth4
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Select Witness Nodes > Advanced > Others

Choose Eth4 as management interface

The management interface is move to Eth4 now
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Enable SSH port before adding to HCI cluster

Now the witness server configuration is complete, it can goto HCI cluster for next step configuration.
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 Below is HCI cluster configure process.

Now it can login HCI cluster to add witness server

Goto communication interfaces to configure storage network setting.

Create the storage area

network
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Due to two nodes, the serveer storage interfaces are direct connect, so it choose Other > Link

aggregation with two switches.
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After storae network setup is complete, it can configure virtual storage.
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After select all host to build virtual storage and click “Next”, it will have a message to add

witness node, click “Add Now”
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Enter witness management IP and witness server password

It will display witness server, also it can select to add.

Click Next and it can view all nodes ‘s disks, however it may have incompatible issue of hardware

model when it is third party server.
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Also it may have above error message when witness server is not fulfill the minimum spec , so it can not

proccess to next step.

It is better to contact Sangfor support for these situations. If support verify these disks is fulfill

requirment, it will help to bypass for these disks.

Above screen is after bypass.

Remark: It is normal for the quorum disk of witness server to only use a capacity of 5GB.
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Confirm the setting and click “OK”
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After Vitual storage configuration sccess, it can view witness server on “Nodes”and it is already add to

HCI cluster.

It also can view the witness node disk status on “Virtual Storage > Physical Disks”.

The witness server deplyment is complete.

Remark: It is normal for the quorum disk of witness server to only use a capacity of 5GB.
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Chapter 4 Summary
1. Data “Brain Split” is usually due to network failure and caused multiple replicas of data are

isolated and unable to synchronize information with each other in time, and each replica writes and

updates different data in isolation, resulting in data inconsistency between replicas, and is “each

own data that the other does not”

2. After HCI5.2 and above version, it has witness mechanism for virtual storage. When the virtual

storage data is inconsistent under abnormal conditions such as network interruption, witness

mechanism can help HCI cluster to select the correct copy to avoid data split-brain.

3. The replica mechanism of aSAN makes data in addition to have multiple data replicas and with

witness replicas at the same time. The witness replica is a special replica that only has a small

amount of verification data and occupies a small amount of actual storage space. It is mainly used

to prevent data replicas from brain-splitting.

4. The core principle of the witness mechanism is “the minority obeys the majority”. Which is when

the number of accessible data replicas on the node where the virtual machine is running is less than

half of the total number of replicas (data replicas + arbitration replicas), the virtual machine is

prohibited from running on this node. Otherwise, virtual machines can run on that node.

5. if the number of HCI hosts is greater than or equal to 3, the witness mechanism will be enabled by

default, so there is no manual configuration is required and no witness nodes need to be configured,

only Stretched Cluster scenario or two node HCI cluster scenario (6.7.0R3 and 6.8.0) needs to be

deploy witness node.


