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Preface

About This Document
This document introduces how to deploy STA 3.0.25C.

Product Version

STA 3.0.25C

This document will be updated when configuration is changed in new versions.
Intended Readers

o Network design engineer

. O&M personnel

Revision History

The revision history includes each document update. The latest document version contains

updates from all previous document versions.

01 2021-4-29 This is the first release of this document.

Technical Support

Email: support@sangfor.com
Official Community: community.sangfor.com
International Service Centre: +60 12711 7129 (7511)

Official Website: www.sangfor.com

Feedback

If you have any suggestions or comments for this document, you are welcomed to contact

us in the following ways:

. Sangfor Community: https://community.sangfor.com
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. Contact local Sangfor office

. After-Sales Support: +60 127-117-129(7511)
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1. Overview

1.1. About This Version

1.1.1. What Is New

®New: The Licensing module is reconstructed.

The administrator can export the device inofo and send it to the device supplier to obtain the
offline license key file

1. Go to the Licensing module, export and save the device information.

‘ >

2. Send the device information file to device supplier and you can receive the license
file.

3.Go to Licensing module on STA, and import the obtained license file to get
licensed.
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@ Stealth Threat Analytics ¥*¢#¢ User: admin

Import License Key File

’-vwvwmwml to import the license key file to complete Bcensing

| Basic Settings

04888032

Device License T Software Upgrade License Database Upgrade License
= | Hy

Expires On Expires On: - Expires On: -

np

4.Refresh the page after the license is imported successfully, and you can see the
successfully licensed status.

Network Licensing web UL Upgrade

STA-100-v2100

Device License == o SOt v cense Dotabase Uparade License
E, . = i

Expires On:  2048-7-10 Expirss On:  2022-2-22 Expires On:  2022-2-22

®New: This version can be deployed on VMware ESXi.

This version can be deployed on VMware EXSi by using Cyber Command 3.0.25C
iso file.

1.1.2. Others

None
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1.1.3. Connection with Third-Party Products

None

1.2. Deployment Impacts

The installation may take 1.5 hours.

1.2.1. Impacts on Business

None
1.2.2. Impacts on O&M

ISO installation may take 1.5 hours.
1.2.3. Impacts on Network

Deployment in bypass mode will have no impacts on network.
1.2.4. Others

None
1.3. Deployment Preparation Related to Customers

1.3.1. Resources Required for Deployment

1. You need to access the VMware cloud environment of the customer and be familiar with

the customer's network configuration.

2. Uploading the image to the cloud platform may take 30 minutes, and the entire

deployment may take 1.5 hours.

3. The deployment environment should have enough resources and space (at least

8C8G+64G+1T).

1.3.2. Deployment Notification

1. The English version of 3.0.25C image can only be deployed in VMware virtual

environment and cannot be deployed with physical hardware.
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2. The English version of 3.0.25C deployment is only compatible with VMware ESXI5.0
\WVMware ESXI 6.0\VMware ESXI 7.0.

3. AVX must be supported by the host of cloud STA.Supported host CPU models:

the following cpu models are measured: (Include but not limited)

48 CPUs x Intel(R) Xeon(R) Gold 5220R CPU @ 2.20GHz

28 CPUs x Intel(R) Xeon(R) CPU E5-2680 v4 @ 2.40GHz

44 CPUs x Intel(R) Xeon(R) CPU E5-2699 v4 @ 2.20GHz

20 CPUs x Intel(R) Xeon(R) Silver 4210 CPU @ 2.20GHz

4. The virtual machine should be configured with at least three virtual NICs, and the NIC

only supports VMXNETS3.

5. Compatibility List

Configuration

Supporte
Scenario d Memory [CPU Disk NICs
Virtual Environment Deployment

System: 64G

Yes 8G 8 cores |Data: 1T 3-6
VMware ESXi System: 64G
5.0.0/6.0.0/7.0.0 Yes 16G 16 cores Data: 1T 3-6
Physical Hardware Deployment No

Notes for deploying and using cloud STA:

ONIC only supports VMXNET3 virtual network card, does not support VMXNET2, e1000

@ System disk, 1 system disk, at least 64G in size

1.4. Deployment Process

®Prepare the I1SO image of STA 3.0.25C.
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® [mport the image, configure environment and start auto installation. This may take 1.5 hours.

1.5. Business Verification After Deployment

1. Check whether you can log in normally without errors displayed.
2. When traffic can be detected, there will be traffic information.

3. Check as required whether customer business is normal.

1.6. Rollback

None
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2. Deployment Instruction

2.1. Preparation Before Deployment

2.1.1. Deployment Tools
Prepare the I1SO image of STA 3.0.25C.
2.1.2. Deployment Environment
None
2.1.3. Customer Resources

Refer to the chapter Deployment Preparation Related to Customers.

2.2. Confirmation Before Deployment

Refer to the chapter Deployment Impacts.
2.3. Deployment Procedure

2.3.1. Deployment Procedure

1. STA 3.0.25C Deployment

Step 1: Get the 1SO image of 3.0.25C and import it to the customer's VMware cloud

environment.

Step 2: Configure the virtual machine. Select 1SO image of 3.0.25C for the virtual
CD/DVD drive.

Step 3: Power on the virtual machine and select automatic installation

Step 4: Wait for the system to install automatically.

2. VMware esxi Deployment

2.1 Upload the obtained image to VMware, which may take about 30 minutes.

Confidentiality Level: Public in project team



STA 3.0.25C Deployment Guide

(3l Datastore brgwser

[ Delete [ Move [ Copy
10.222.88.13
102228833

110.222.88.59

3 Create directory | (@ Refresh

o) 0118-Vhiware-SIP-. -
o) 0121-VMware-STA-

1 16C16G
21
3.025C

3.0.48C

13.0.49C
49c-1-wy.
600GH

0
test_zob

B Idatabase1] SO/

2.2 Create a new virtual machine.

ware ESXi

Select the option of creating a new virtual machine.

$ New virtual machine

“T3 Navigator ol & in - Virtual
+ [ Host
Manage C e Powe! Powel Suspend | (@ Refresh | Actions
Maonitor (.| virtual machine ~ | Status ~ | Used space ~ | Guest0S
O/ & test_zbb © Normal 372 GB Centos 7 (6«
- G 10.222.88.33 0| & 40c1wy @ Normal 622 GB CentOs 6 (6
Monitor O & 3.048C @ Normal 816 TB Cent0S 7 (6¢
- @ 10.222.88.61 0| & 102228866 @ Normal 11378 Cent0S 7 (6
Monitor O | & 102228833 @ Normal 21478 Cent0S 7 (6:
More VMs... O & 1022288 61 A, Warning 648.08 GB Cent0S 7 {6+
~ B storage 0| & 3025¢C @ Normal 528 GB Cent0s 7 (6:
© (2] e 0| 8 10.222.124132_cgh @ Normal 504,94 GB Centos 7 (5
e | O m10222s85 @ Normal 628 GB STET ]

B 1 Select creation type

2 Selecta name and guest OS

Select creation type

How would you like to create a Virtual Machine?

3 Select storage

4 Customize settings
Create a new virtual machine
5 Ready to complete

Deploy a virtual machine from an OVF or OVA file

Register an existing virtual machine

Thiz option guides you through creating a new virtual
machine. You will be able to customize processors, memory,
network connections, and storage. You will need to install a
guest operating system after creation.

Back Finish

ot |

Cancel

= |
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Select VMware EXSi 7.0 (you can also select VMware EXSi 5.0 or VMware EXSi 6.0).
Select Linux OS and CentOS 7 (64-version) as below.

#1 New virtual machine - 3.0.25C (ESXi 7.0 virtual machine)

+ 1 Select creation type Select a name and guest OS

2 Select a name and guest OS Specify a unique name and 0S

3 Select storage

4 Customize settings
5 Ready to complete

Name

[3.025C

Virtual machine names can contain up to 80 characters and they must be unigue within each ESXI instance.
Identifying the guest operating system here allows the wizard to provide the appropriate defaults for the operating system
installation.
Compafibility ESXi 7.0 virtual machine (¥
Guest OS family Linux v
Guest OS version CentOS 7 (64-bit) ¥
Back Mext Finish Cancel )

Select storage, ensuring that the environment have enough space. Then, click Next.

1 New virtual machine - 3.0.49C (ESXi 7.0 virtual machine)

+ 1 Select creation type Select storage
+" 2 Select a name and guest 0%

L4 3 Select storage

4 Customize settings

Standard Persistent Memor
5 Roady 1o compuoto [ Sentert |

Select a datastore for the virtual machine's configuration files and all of its' virtual disks.

Select fhe sforage type and datasiore

Name ~ | Capacity ~ Free w | Type w  Thinpro.. v Access v

database1 65.5TB 4652 TB VMFS6 Supported Single

1items

| Next | Finish

Back Cancel

F

Configure the virtual machine as following: 8-core CPU, 8 GB memory, 64 GB system disk,

and 1 TB data disk. 3.0.25C supports 3 to 6 VMXNET3 NICs. There is 1 management port

and 5 mirror ports. The first and fifth mirror ports are turned on by default, and the other

ports are turned off by default.
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#H New virtual machine - 3.0.25C111 {ESXi 7.0 virtual machine}

¥ 1 Select creation type Customize settings

+ 2 Select a name and guest 0§ Configure the virtual machine hardware and virtual machine additional options
+ 3 Select storage

bd 4 Customize settings
2 Add hard disk B Add network adapter Add other device

5 Ready to complete

» @ crU Y

» BB Memory cB B
» (2 Hard disk 1 & B
» (2 New Hard disk ‘1 | ITB B

3 SCSI Controller 0 VMware Paravirtual

Z SATA Controller 0

USE controller 1

USB 2.0 ~
» M Metwork Adapter 1 WM Network ~ | [ Connect
» ME New Network Adapter WM Network " Connect
» MH New Network Adapter P g T N W ocooct

Back Next Finish Cancel
Select an image to be added to virtual CD/DVD drive.

1 New virtual machine - 3.0.25C111 (ESXi 7.0 virtual machine)

¥ 1 Select creation type Customize settings

+ 2 Select a name and guest 0§ Configure the virtual machine hardware and virtual machine additional options
v 3 Select storage

4 Customize settings

5 Ready to complete v 4 New Hard disk

-

EC= Sl VMware Paravirtual

SATA Controller 0

USB controller 1

USB 2.0 v
» B Network Adapter 1 VM Network ~ Connect
» Ml New Network Adapter VM Network V Connect
» W New Metwork Adapter VM Network - Connect
AaplCODVIIEY Datastore IS0 file ~ | Connect
Host device
» @ vioeo Cara
+ §l Security devices Mot configured

Back Mext Finish Cancel ;
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"ﬁl MNew virtual machine - 3.0.49C (ESXi 7.0 virtual machine)

¥ 1 Select creation type Customize settings

+ 2 Select a name and guest OS

Configure the virtual machine hardware and virtual machine additional options

+ 3 Select storage

b 4 Customize settings

5 Ready to complete

» 3 New Hard disk
+ & SCSI Controller 0
EXZ SATA Controller 0
USE controller 1
» MH Network Adapter 1
= (= CD/DVD Drive 1
Status

CD/DVD Media

Controller location

» [ Video Card

1 TE ~

VMware Paravirtual

USB 2.0 ~

VM Network - Connect

Connect

Host device

Host device

Mone v
SATA controller 0 ~ || SATA(0:0) v
Default settings ~

Select the option to connect at power on.

1 New virtual machine - 3.0.25C111 (ESXi 7.0 virtual machine)

Back Next Finish Cancel

)

+ 1 Select creation type
+ 2 Select a name and guest 08

Customize settings

Configure the virtual machine hardware and virtual machine additional options

+ 3 Select storage

4 Customize settings

5 Ready to complete » 24 New Hard disk

» SCSI Controller 0

B SATA Controller 0
USB controller 1

» N Network Adapter 1

» B New MNetwork Adapter

» MM New Network Adapter

~ & CD/DVD Drive 1

Status

CD/DVD Media

TE )

VMware Paravirtual

USB 2.0 v

VM Network ~ Connect

VM Network v Connect

VM Network v Connect

Datastore IS0 file v Connect
I @ connect at power on I

| | [ Browse... ]

Click to finish the creation.

Confidentiality Level: Public in project team
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1 New virtual machine - 3.0.25C111 (ESXi 7.0 virtual machine)

+ 1 Select creation type

+ 2 Select a name and guest 0§
+ 3 Select storage

+ 4 Customize settings

B4 5 Ready to complete

Ready to complete

Review your seftings selection before finishing the wizard

Name

Datastore

Guest 05 name
Compatibility

vCPUs

Memory

Network adapters

Network adapter 1 network
Network adapter 1 type
Network adapter 2 nefwork
Network adapter 2 type
Network adapter 3 nefwork

Network adapter 3 type

3.0.25C111
database1

CentOS 7 (64-bif)

ESXi 7.0 virtual machine

E

8GB

3

VM Network
VMXNET 3
VM Network
VMXNET 3
VM Metwork
VMXNET 3

IDE controller O

IDE controller 1

SCSI controller 0

IDED

IDE 1

VMware Paravirtual

Back Next | Finish | Can
4

When the virtual machine is created, select the new virtual machine and power it on.

vmware ESXi

* @ 12z

v B 102228861
More VMs...

- storage

- B databaset
Menitor
Mo storage.

@ Networking

| Er—

£ 30ascm
s | @reren | g adon
0250111 )
Guest 08 €105 7 (B4t U g
Compatibiity ESX07.0 virval machine oz
Vituare Toais N MEMORY W
I> crus ° 08
e acs
“ stoRacE
10678
@ Vhewore Toots is notimstalled i his vietusl machine. Vibware Tools allows delailed guest information (o a5 sllowing you €.0. praceful shutdown, feboat, etc. You should install VMware Taols. { Actons

~ Generol nformation
» @ Networking
+ i Vhaware Tous
» [ stmage
5 Nows

Vidvare Toais is not mstaties

2ass

~ Hardware Configuration

-
£ ctons - Vemory
» 3 Hara cisk 1
o/ Edtnotes » @ Haa o2
5 use conroter

2CPUs
ace
si08
102468

use20

You will go to the installation page. Press Enter to select automatic installation.
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GFOR STA 3.8.25

Install SANGFOR STA 3.8.25 Automatic

Test this media & install SANGFOR STA 3.8.25

Troubleshoot ing

Automnatic boot in 58 seconds...

Wait for automatic installation, which may take 1 hour.

prefl

A.7856311 pci BAABA:AB:18.5: PCI bridge to [bus 281

A.785815]1 pci BBAB:BB:18.5: bridge Window [Mem BxfbdBABAA-Bxfhdfffff]

A.78668111 pci BBAB:B6:18.5: bridge Wwindow [Mem Bxeb670BBBA-Bxeb?fffff G4bi
prefl

A.786343]1 pci BEBE:88:18.6: PCI bridge to [bus 211

B.786526]1 pci BHBB:BB:18.6: bridge wWwindow [Mem BxfbI90BBHB-BxfbIFfLfIf]

B.7867211 pci BBBE:88:18.6: bridge Wwindow [Mem Bxe638BHBB-Bxeb3fffff G4bi
prefl

A.787837]1 pci BBBB:88:18.7: PCI bridge to [bus 221

A.787242]1 pci BBAB:680:18.7: bridge window [Mem Bxfb5BABAA-BxfbhSfffff]

A.7874371 pci HBHA: 7 bridge window [Mem Bxe5fHBABA-BxeSTfffff G4bi
prefl

B.787915]1 NET: Registered protocol family 2

A.7884511 TCP establizshed hash table entries: 65536 (order: 7, 524288 bytes

.7893211 TCP bind hash table entries: 65536 (order: 8, 1848576 bytes)
.7895881 TCP: Hash tables configured (established 65536 bind B5536)
.7897851 TCP: reno registered

.7899361 UDP hash table entries: 4896 (order: 5, 131872 bytes)
.7181421 UDP-Lite hash table entries: 4896 (order: 5, 131872 bytes)
.7183751 NHET: Registered protocol family 1

.7185411 pci AABA:AA:AA.A: Limiting direct PCI-PCI transfers

. 7121621 Unpacking initramfs...

DO E®@

Do not perform any operations while waiting.
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3.0.25C111

CONFIGURATION

("W SER SETTINGS

@ ROOT PASSWORD
Root password is set

entOS Virtualization SIG

rtualization in CentOS, virtualization of CentOS.

«i.centos.org/SpecialinterestGroup

C Creating luks on /dev/mapper/os-sharpknife

CENTOS 7 INSTALLATION

Ecn Help!

@  usercreaTioN
. No user will be created

y 1) =
....... g 1|

After the automatic installation is complete, click Reboot.

CONFIGURATION

CENTOS 7 INSTALLATION‘

Ben Help!

@ usercreaTion

Confidentiality Level: Public in project team
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3.0.25C i

ent0S Linux 7 (Core)
Kernel 3.10.8-957 .el17.xB6_64 on an =xB6_64

int: Num Lock om

localhost login:

After installation, you need to enter the background to configure the IP address. You
required to find a PC which same IP segment with the vSTA 10.251.251.251 to continue

the setup. After configuring the IP address, you can log into the console.
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1@ Stealth Threat Analytics

Username
Password

Captcha

The default login account is "admin" with the password "admin®.

To use the product normally, licensing is required. For details, see the previous part about

new features of the version.

Note:

Virtualization deployment requires a basic configuration. If CPU cores, memory size,
system disk and data disk size are non-standard, the system may fail to start normally or

the gateway may be unreachable.

3. VMware vSphere Client Deployment

Upload ISO file to VMware datastore.

File Edit View lnwentory Administeation Plug-ins Help

B B [ e b g9 meny Ig Datastores and Datastore Custers I g sexrt nveny
What is a datastore?
A atastore i a logical container that holds vitual I
machine files and other files necessary for virual machine >~
operations. Datastores can exst on different types of
physical storage, Inciucing Jocal storage, 1SCSI. Fiore
Channel SAN, or NFS. A dalasiore can be VMFS-based or
NFS-based o .
You can create a ney (2 Datastore Browser - [datastore? (2)] - o x
mounting NFS volum)
canaddahostwing & B | € @ @ x @
= Upload fles to this datasiore heoren (2)] 150
=0/ Mame T Sire | Type. Trath " Wodified T
Basic Tasks ) i

DATA___FORESEE 12668,
& Browse this dd @ o

The upload may take 30 minutes.
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atastore2 (1)] - m]

B 2 X @

[datastore2 (1)] iso

- Name Size | Type | Path ‘ Modified |
0118-YMware-SIP-3,0.4% jzo I datastors j5g 20210303 22:14:
[datastore2 (1)]isa 20212425 15:21:33

3 960,00 KB IS0 jmage
1-0224-VMware-5TA-3.0.25.is0

5,606,966.00 KB IS0 image

2.82

Create a new virtual machine.

File Edit View Inventory Administration Plug-ins Help
|@ Home b gf] Inventory I»@ Hosts and Clusters I
+ +
B @ 86
El [5 veenter.zjw.com 10.2223.46 VMware ESXi, 6.0.0, 2494585
[y 10.222.3.35

[ [10:227.3.96] |

Summary | Virtual Machines ' ResourceAllocation | Performance | Configuration

10.222.3.57 What is a Host?
10.222.3.60
10.222.3.86 A host is a computer that uses virtualization software, such

as ESX or ESXI, to run virtual machines. Hosts provide the
CPU and memory resources that virtual machines use and
give virtual machines access to storage and network

connectivity. Cluster
Basic Tasks
& Create a new virtual machine

LN

Click the button to create a new virtual machine and then click Next.

tnnn tah [F]
(%) Create New Virtual Machine - m] *

rl  Configuration Virtual Machine Version: 11
cl Select the configuration for the virtual machine
i

Configuration Configuration

Name and Location = =

Resource Pool Typical

Storage Create a new virtual machine with the most common devices and configuration options.

Guest Operating System
of Metwork " Custom
Create a Disk

Create a virtual machine with additional devices or specific configuration options.
Ready to Complete

< Back Next > I Cancel
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Select a host and click Next.

(%) Create New Virtual Machine - [m} x

Name and Location Virtual Machine Version: 11
Specify a name and location for this virtual machine

Confiquration T
Name and Location 3.0.25C
Resource Poal
Virtual machine (VM) names may contain up to 80 characters and they must be unique within each
Storage
vCenter Server WM folder.
Guest Operating System
Network

Inventory Location:

Create a Disk
Ready to Complete L1[10.222.346

< Back | Next > Cancel

Select a resource pool and click Next.
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(&) Create New Virtual Machine — o X

Resource Pool Virtual Machine Version: 11
Within which resource pool do you want to run thes virtual machine?

f—‘-‘”—"'ﬂm Select the resource pool within which you wish to run this virtual machine.
Name and Location
Resource Pool Resource pools allow hierarchical management of computing resources within a host or duster. Virtual
Storage machines and child pools share the resources of their parent pool.
Guest Operating System ;
Network =] a 10.222.3.46
Create a Disk @ oo
Ready to Complete @ AF

@ gdm

en

@ hp

©

@ Irq

e lxp

@ pengchao

@ SPT

@ =i

@ s

@ wy

@ wif

@

@ b

@ =

@ =b

2@

cBa-d<||Neart>I Cancel

Select storage size, ensuring it is large enough.
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(& Create New Virtual Machine - m} x

1 Storage Virtual Machine Version: 11
Select a destination storage for the virtual machine files

Configuration Select a destination storage for the virtual machine files:
Name and Location
Resource Pool

n Pro

Storage a databased Non-530 36,38 TB 55.19TB 6.78 TB VMF55 porte
— — —

Guest Operating System datastorel(2) 550 11175 GB 54.92 GB 110.80 GB WMFS55 Supporte

Network

Create a Disk
Ready to Complete

< >
Hp al machine
Name Drive Type | Capacity | Provisioned | Free | Type | Thin Provi
< >
< Back Next > I Cancel |
4

Select Linux OS and CentOs 4/5/6/7 (64-bit) version for the virtual machine.

Then, click Next.

- ] x

New Virtual M

‘Guest Operating System Virtual Machine Version: 11
Spedify the guest operating system to use with this virtual machine

Configuration

Name and Location R SRR
Resource Pool " Windows
‘Guest Operating System
Network " Other
Create a Disk N
Ready to Complete |
||cEnms 4/5/6(7 (54-bit) =

Identifying the guest operating system here allows the wizard to provide the appropriate defaults for
the operating system installation,

< Back | Next > I Cancel |

A

Version 3.0.25C supports 3 to 6 NICs. Supported NIC type: VMXNET3
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(@) Create New Virtual Machine - O x

Network

virtual Machine Version; 11
Which network connections will be used by the virtual machine?

Confiuration —Create Network Connections

Name and Location
Resource Pool How many NICs do you want to connect? 3 _I
Storage
Guest Operating System . szrx:r%:t
Network etwor Adapter F
Create a Digk
: v
Ready to Complets NIC 1: IVM Network ;I IVMXNH3 ;I =
NIC 2: [y Network ]| [vmaxreT 3 =l F
NIC 3: [vM Network | [T 3 -l

IE If supported by this virtual machine version, more than 4 NICs can be added after the
virtual machine is created, via its Edit Settings dialog.

Adapter choice can affect both netwarking performance and migration compatibility. Consult
the VMware KnowledgeBase for more information on choosing among the network adapters
supportedforvarious guest operating systems and hosts.

< Back | Next > I Cancel

Add a 64 GB system disk. Then, click Next.

(&) Create New Virtual Machine - O x

r Create a Disk

Virtual Machine Version: 11
ol Specify the virtual disk size and provisioning policy

Configuration Datastore: database
Name and Location

Resource Pool

Storage

Guest Operating System
Network

Create a Disk

Ready to Complete

Available space (GB):

Virtual disk size:

& Thick Provision Lazy Zeroed
™ Thick Provision Eager Zeroed

" Thin Provision

< Back | Next > I Cancel |

Click Continue to finish specific configurations for the virtual machine.

Confidentiality Level: Public in project team



STA 3.0.25C Deployment Guide

L ton [F]
(&) Create New Virtual Machine - O X
Ready to Complete Virtual Machine Version: 11
Click Finish to start a task that will create the new virtual machine
Configuration . Settings for the new virtual machine:
tame ard Lacation Name: 3.0.25C
Resource Pool
Storage Folder 10.222.3.46
Guest Operating System Host/Cluster: 10.222.3.46
Network Resource Pool: hjl
Create 3 Digk Datastore: databased
Ready to Complete Guest 0S: Cent0S 4/5/6/7 (64-bit)
NICs: 3
NIC1MNetwork: VM Network
NIC 1 Type: VMXNET 3
NIC2 MNetwork: VM Network
NIC 2 Type: VMXNET 3
NIC3 MNetwork: VM Network
NIC 3 Type: VMXNET 3
Disk provisioning: Thick Provision Lazy Zeroed
Virtual Disk Size: 64 GB

V¥ Edi

the virtual machine settings before completion

ation of the virtual machine (VM) does not indude automatic installation of the guest operating

system. Install a guest OS on the VM after creating the VM.

< Back Continue I Cancel

Change CPU to 8 cores and change memory size to 8 GB.

Hardware lOpﬁons ] Resources ]

() 3.0.25C - Virtual Machine Properties

Mumber of virtual sockets:

[~ Show All Devices Add...
T erTTTeTETY

Bl Memory (adding) 8192 MB

[d cpruUs (adding) 8

g —vorcard—{fudding) FedeorooTd
&= VMCI device (adding) Deprecated
2y New CD/DVD (adding) client Device
& New Floppy (adding) Client Device
(O MNew SCSI Controller (add...  LSI Logic Parallel
ER New NIC (adding) VM Network
BB New NIC (adding) VM Network
EA New NIC (adding) VM Network
& MNew Hard Disk (adding) Virtual Disk

Mumber of cores per socket:

Total number of cores: 8

/@, Changing the number of virtual CPUs after the guest
05 is installed might make your virtual machine

unstable.

The virtual CPU configuration spedified on this page

might violate the license of the guest 05,

Finish |

Cancel

Add a 1-TB data disk, ensuring that the environment has sufficient resources.
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@ Create New

Virtual Machine

Hardware |Options I Resources |

™ show All Devices

(@ 3.0.49CC - Virtual Machine Properties

—Memory Configuration
Add... I Remove |

|:|‘ Memary Size: I 323:
TR

IGB 'l

Hardware | Summary |
- (&) Add Hardware hed
=]
Device Type
What sort of device do you wish to add to your virtual machine?
Device Type Choose the type of device you wish to add.
Select a Disk
Create a Disk = - S Farmatio
= Advanced Options ::_n Serial Port
Ready to Complete ‘_" Parallel Port This device can be added to this Virtual Machine.
=y Floppy Drive
(25 Co/DVD Drive
(! USE Controller
USE Device (unavailable)
PCI Device {unavailable)
apter
< Back | Mext > I Cancel

Click Next.

@ Add Hardware X
Select a Disk
MLE_ A virtual disk is composed of one or more files on the host file system. Together these
Select a Disk files appear as a single hard disk to the guest operating system.
Create a Disk
Advanced Options Select the type of disk to use,
Ready to Complete — Disk
¥ Create a new virtual disk I
' Use an existing virtual disk
Reuse a previously configured virtual disk.
(@] ngs
achine direct access to SAN. This option allows you to
use existing SAN commands to manage the storage and continue to
access it using a datastore.
< Back Next = I Cancel
Z|

Click Next.
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(%) Add Hardware x
Create a Disk
Spedify the virtual disk size and provisioning policy
Device Type —Capadty
Select a Disk lﬁ l__l
- Disk Size: 15
Create a Disk ISk Slze E =
Advanced Options ) )
Ready to Complete [~ Disk Pro
* Thick Provision Lazy Zeroed
" Thick Provision Eager Zeroed
7 Thin Provision
—Location
% Store with the virtual machine
" Specify a datastore or datastore duster:
< Back I MNext = I Cancel |
A
Finish | Cancel |
Click Next.
(%) Add Hardware X
Advanced Options
These advanced options do not usually need to be changed.
Device Type Specify the advanced options for this virtual disk. These options do not normally need
Select & Disk to be changed.
Create a Disk
Advanced Options Virtual Device Mode
Ready to Complete i+ ISCSI ([0:1) LI
r |mE@0) =
—Mode
[™ Independent
Independent disks are not affected by snapshots.
Changes are immediately and permanently written to the disk.
€ No ent
Changes to this disk are discarded when you power off or revert to the
snapshot.
< Back Next = I Cancel | |
2 A

Click Finish to complete the steps to add a disk.
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(@ 3.0.25C - Virtal Machine Properties - O
Hardware |O|:m'on5 | Resources |
(&) Add Hardware X
Ready to Complete
Review the selected options and dick Finish to add the hardware.
Device Type Options:
Select a Disk
Create 3 Disk Hardware type: Hard Disk
Advanced Options Create disk: Mew virtual disk
Disk capacity: 1TB
Ready to Complete
dy P Disk provisioning: Thick Provision Lazy Zeroed
Datastore: database0
Virtual Device Mode: SCSI (0:1)
Disk mode: Persistent
< Back | Finish I Cancel |

A
Finish | Cancel |

Select an image to be added to virtual CD/DVD drive. Select the option to connect at power on.

New Virtual Machine

& Create

Hardware |Opﬁons I Resources I

[™ show All Devices

(&) 3.0.25C - Virtual Machine Properties

Hardware

Wl Memory (adding)
[d cPus (adding)
video card (adding)

—Device Status
Add... | Remove | —
- =
| Summary | 1 [ Connect at power on 3
8192 MB
8 —Device Type
Video card " Client Device
Deprecated
Image File | |

VMCI device (adding)
New CD/DVD (adding)
Mew Floppy (adding)

MNew NIC (adding)
New NIC (adding)
New NIC (adding)
Mew Hard Disk (adding)
Mew Hard Disk (adding)

ocEaaoe

Mew SCSI Controller (add...

Client Device

LSI Logic Parallel

VM Network
VM Network
VM Network
Virtual Disk
Virtual Disk

1
" Host Device

4

' Datastore I5Q Fi?e

— Virtual Device Node

& |mE (1:0)

Select the directory to start uploading 1SO.
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(&) 3.0.25C - Virtual Machine Properties - O X
Hardware lOptions ] Resources ]
Device Status
[” Show All Devices Add... Remaove r
e Summary ¥ Connect at power on -
Ml Memory (adding) 8192 MB Device Type
I CPUs (adding) 8 g .
& Video card (adding) Video card Client Device
&= VMO device (adding) Deprecated
£ MNew CD/DVD (adding) [database0] iso/010...
& MNew Floppy (adding) Client Device
@ MNewscsI ConFmIkr (add...  LSI Logic Parallel R
Ef New NIC (adding) VM Network
Ef New NIC (adding) VM Network | J
Ef New NIC (adding) VM Network L S50
&= MNew Hard Disk (adding) Virtual Disk
= New Hard Disk (adding) Virtual Disk |[database[)] is0/0105-YMware-STAF3 Browse...
&
~
Virtual Device Mode
& |mE (1:0) |
£ >
QCEr.Ice'
N
A

After the file is added successfully, click Finish and wait for VMware to create a new virtual

Name Target Status Details Initiated by vCenter Server Requested Start Ti... — | Start Time Con
§Y Createvirtualmachine [l 10.2223.46 459 @) Copying Virtusl Machine configuration VSPHERELO.. [ veenterzjwc.. —2021/3(10 20:20:47 2021/3/10 20:29:47

Select the newly created virtual machine and turn on the power to go to the automatic installation

page. The operation steps are the same as VMware EXSi and will not be repeated here.

2.4. Check After Deployment

2.4.1. STA Check

1. Log in to web console to check that the version is 3.0.25C.
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Cyber Cammand

2.4.2. Business Verification

Verify basic functions used by customers.

Check whether traffic statistics are changed when there is traffic connected.

2.5. Handling of Deployment Failure

® Scenario 1: Fail to start automatic installation.
Troubleshooting:
1. Check whether the host resources on the deployment environment are sufficient

2. Check whether the option to connect at power on is not selected when the image is

selected for the added virtual CD/DVD drive.

® Scenario 2: Console cannot be accessed when deployment is finished and network has been

configured.
Troubleshooting:

1. Check the resource configuration of the deployment environment. Check whether the

data disk is configured and whether the data disk size is too small.

2. Check whether the MAC address of the management interface matches the MAC

address of the NIC that the virtual machine uses to access the network.

® Scenario 3: NIC status cannot be changed after you log in to the console
Troubleshooting:
1. Check licensing status.
2. View the startup status of the main process ad_appd in the background.

3. Check whether the systemstart.sh script has finished running
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2.6. Rollback

None

Precaution
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